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Abstract—Spectrum sensing enables cognitive radios (CRs) to
opportunistically access the under-utilized spectrum. Existing ef-
forts on sensing have not adequately addressed sensing scheduling
over time for better detection performance. In this work, we
consider sequential periodic sensing of an in-band channel. We
focus primarily on finding the appropriate sensing frequency
during an SU’s active data transmission on a licensed channel.
Change and outlier detection schemes are designed specifically to
facilitate short-term sensing adaptation to the variations in sensed
data. Simulation results demonstrate that our design guarantees
better conformity to the spectrum access policies by significantly
reducing the delay in change detection while ensuring better
sensing accuracy.
Index Terms—Cognitive radio, sequential periodic spectrum

sensing, in-band channel, channel detection time, change and
outlier detection.

I. INTRODUCTION

Cognitive radio (CR), a wireless paradigm that aims to

access the crowded but under-utilized spectrum more efficiently,

has attracted surging interests in recent years. In CR, the

unlicensed secondary users (SUs) detect the presence/absence

of the licensed primary users (PUs) via spectrum sensing.

Sensing is enforced by the CR system primarily to protect

the PUs against excessive interferences from the SUs, but it

also helps the SUs seek better spectrum opportunities for their

own data transmission. Although sensing is crucial for CR, the

ultimate goal of any SU is to have a higher data rate for its

own communications. Therefore, it is always desirable that the

SUs achieve efficient sensing by reducing resource consumption

(e.g., energy, time) while meeting certain system requirements

(delay, accuracy, etc.).

Existing studies on the networking aspect of the dynamic

spectrum access [14] have generally focused on developing

algorithms to use the spare spectrum while assuming that

the available channels have been detected or can be easily

detected with minimal time and/or without errors. On the other

hand, many studies from the signal processing communities

have applied sophisticated detection techniques [14] with the

assumption that the SU has perfect knowledge of the primary

users’ signal features and the available channels can be used

continuously. It is important to note that CR sensing is often

not one-time detection; an SU should check the channel status

periodically even during its data transmission. Some PUs do

exhibit long-term static usage patterns so that the SUs can opt

to access the channel at a time when the PU traffic is least

likely to be active. Unfortunately, many wireless devices are

subject to unpredictable ON-OFF switching and mobility; a PU

of this type can reclaim its channel at any time, demanding

timely evacuation of the SU therein. Such uncertainty in the

PUs necessitates periodic sensing of the channels by the SUs

with robust online decision-making algorithms.

There has been very limited research effort on sensing

scheduling over time, a significant issue in secondary spectrum

access because it directly pertains to the extent the SUs can

make use of the available spectrum opportunities while bringing

minimal interference to the communications among the licensed

channel users. In this work, we design sensing scheduling

schemes for sequential periodic sensing of an in-band chan-

nel. The first element is the “periodic” nature of the sensing

process that we explained earlier. Next we have a “sequential”

detector that accumulates data gradually over time till a certain

decision threshold is reached. In our study, applying sequential

detection is particularly suited to the periodicity of the sensing

process, where sensing takes place within a time frame that

resembles a moving window, a structure that facilitates the SU

to schedule its sensing action over time. Finally, we address

sensing of the in-band channel which an SU is using for

its own data transmission. The quality of this channel is the

paramount issue for an SU during its data transmission. Instead

of studying how cooperation can potentially benefit the sensing

performance [10], we are primarily interested in the extent to

which different scheduling schemes of one single SU affect its

sensing performance, which often corresponds to the scenarios

with limited resources, such as the unavailability of the nearby

SUs or insufficient battery power of the SU that prevents it

from participating in cooperation.

For an in-band channel, the most critical decisions need

to be made when the channel status changes from being

available to being reoccupied by the PU, whereupon the SU

should vacate the channel within a certain amount of time

from the onset of the PU. The competing requirements on

the maximum protection of the PU and channel utilization of

the SU lead us to design an adaptive scheduling scheme, in

which the SU dispenses more sensing efforts when the return

of the PU is suspected, thereby vacating the channel earlier

and reducing the duration of potential interference to the PU

traffic. Meanwhile, sensing should be robust against possible
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data outliers, whose effect may sometimes resemble that of the

real channel state change and lead to a wrong sensing decision.

A heuristic algorithm is proposed to spot and exclude such

extreme measurements.

The major contributions of this work are as follows:

• We introduce the Grouped-Data Sequential Probability
Ratio Test (GD-SPRT) as the baseline sequential detec-

tion scheme for our periodic sensing, in which grouping

effectively reduces the impact of short-term channel ran-

domness;

• We explore the timing issues during the periodic sensing,

and propose a sensing schedule according to the average

speed of the underlying sequential test;

• We propose short-term change and outlier detection

schemes for robust decision making with the presence of

anomalous data as well as prompt detection of a channel

state change so that the PUs can be effectively protected

against prolonged interference;

• We provide simulation results to demonstrate the validity

and major advantages of our design.

The rest of the paper is organized as follows. After presenting

related works in Sec. II, we provide an overview of the sensing

preliminaries and the system model in Sec. III. Next in Sec.

IV, we discuss the baseline sequential detection rule. In Sec.

V, focusing on long-term sensing scheduling, we propose our

scheme based on the average run speed of the sequential test;

this is further developed in Sec. VI, which addresses short-

term change and outlier detection. Simulation results and their

analysis can be found in Sec. VII before we conclude the paper

in Sec. VIII.

II. RELATED WORK

Among the numerous studies on spectrum sensing, very few

have considered periodic in-band channel sensing. We found [6]

and [9] are closest to our work. In [6], a deterministic off-line

scheme is proposed to find the appropriate sensing frequency.

Upon careful examination, the simple OR-rule cannot always

guarantee that the prescribed accuracy requirements are met

under varying channel conditions. In [9], the authors use

Wald’s sequential test, a well-known sequential detector, to

accumulate groups of data within a predefined period and make

a final decision. Although at first glance our sensing scheme

looks similar, fundamental differences exist in how sensing is

scheduled over time. On the other hand, works such as [2], [3],

and [15] have considered reward-based scheduling schemes and

their optimality, but it’s not clear how these algorithms can be

applied in practice and how the actual sensing performances

are.

Some studies, such as [4] and [8], have considered change

detection for cognitive radios. By utilizing the cumulative sum

(CUSUM) approaches, they aim to find the theoretically quick-

est detector – in a single test – in the wake of a channel state

change without considering how such tests can be scheduled

over time. On the other hand, outlier detection has not been

systematically studied for CR applications. In this work, we

focus primarily on practical implementations of the change

and outlier detection rules in order to satisfy the specific

requirements for periodic sensing.

III. SENSING PRELIMINARIES AND SYSTEM MODEL

For an in-band channel currently being used by an SU, the

two hypotheses regarding the state of the channel are as follows:

• H0: The channel is still available (the PU is absent);

• H1: The channel is occupied by the PU.

1) Sensing Method: If an SU has enough knowledge about

the PU signal characteristics, it can apply feature detection,

which often yields more accurate sensing decisions. For ex-

ample, the cyclostationary feature of an ATSC DTV signal

has been used for detection of the pilot signals [6], [7]. In

contrast, an energy detector measures only the intensity of the

ambient signal without relying on any prior information about

the PU signal features. Energy detection generally runs much

faster than feature detection, at the cost of reduced accuracy.

In our study, no prior knowledge about the PU signal features

is assumed; the general form of the energy detection serves as

the building block for our sequential detection to be introduced

later.

2) Noise and Signal Powers: Every SU in the network is

equipped with a single transceiver so that sensing and data

communication cannot coincide. The local noise level follows a

wide-sense-stationary (WSS) process, whose average power has

been calibrated as σ2. If the current in-band channel has been

sensed during the PU’s earlier “ON” periods, the SU may have

measured and recorded the actual signal power, from which the

long-term average can be calculated. Subtracting the calibrated

noise power from this average, the SU can coarsely estimate the

average received signal power from the associated PU alone.

In a real system, the scattering environment, interference,

and mobility may subject the average received signal power to

various degrees of fluctuation. It’s also not always possible for

the SU to pinpoint the source of the electromagnetic energy

it receives. Any signal, if strong enough beyond the calibrated

local noise, is detrimental to the SU’s data transmission. Re-

gardless of the actual signal source – the PU or other interferers

– the SU should aim to detect the presence of any external

signals, and switch to another channel for its data transmission

if the intensity becomes strong enough. The SU can define a

target signal level P for the detection task, which is to be used

as the nominal signal power in our sequential detector.

3) Time Measures in Periodic Sensing: Fig. 1 illustrates

the structure of the in-band channel periodic sensing with

equally spaced intervals. The channel detection time (CDT) is

defined as the maximum allowed time for a sensing decision

to be made. A CDT usually consists of multiple sensing-

transmission periods, each being called a sensing period Tp;
and the continuous portion within each Tp dedicated to sensing
is the sensing time Ti. We have Tp ≤ CDT so that the channel

is sensed at least once during a CDT period with a sensing

decision subsequently being made. We note that the CDT is

especially the requirement in IEEE WRAN 802.22, a standard

for opportunistic use of the TV-band white spaces [1].
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Fig. 1: Channel detection time CDT , sensing period Tp, and sensing
time Ti

Because the SU is often bound by hardware constraints so

that it can only take a fixed number of samples at a time. In

this work, the value of Ti is given as 1 ms [6], while the

length of Tp can be changed, which reflects variable sensing

schedules. Likewise, due to many higher-layer concerns such

as coordination and synchronization, often only a set of discrete

Tp values are allowed in a practical system. For example, in

802.22 WRAN, Tp may only take values that are multiples of

a MAC frame size 10 ms. In this work, sensing scheduling is

equated with choosing an appropriate Tp, and the final step of

“discretizing” the value will be implicitly assumed.

The sensing overhead describes the proportion of time ded-

icated to the sensing task and is defined as the ratio between

Ti and Tp. In this work, Ti (1 ms) is rather short compared to

Tp (k · 10 ms), and the sensing overhead is at most 10% for

satisfactory secondary data communication performance.

IV. GROUPED-DATA SEQUENTIAL PROBABILITY RATIO

TEST (GD-SPRT)

A sequential detector observes data over time and decides,

at each step, whether the set of observations it has collected

is sufficiently reliable for decision making; and if yes, which

underlying hypothesis is acting to yield the observed data. Both

a stopping rule and a decision rule are in place for sequential

detection. The parametric version of the sequential detection is

applied in our study, where the noise and nominal PU signal

power levels are used as input parameters.

Wald’s Sequential Probability Ratio Test (SPRT) [12] is a

well-known sequential detection scheme. The SPRT accumu-

lates the log-likelihood ratio of the i.i.d. individual samples till

either of the two constant thresholds is reached. It has been

proved that for one run of the detector, on average, Wald’s

SPRT needs the fewest samples among all the tests for the same

(PFA, PMD) requirement. Here PFA and PMD denote false

alarm and missed detection probabilities, respectively. In this

work, we also adopt an SPRT-like detection scheme, namely,

the grouped-data SPRT (GD-SPRT), with data samples within

each Ti being grouped together to form a “super-sample”. This

can reduce the effect of short-term channel randomness (e.g.,

multi-path fading) which exists on a much smaller timescale

(i.e., in the microseconds) compared to Ti.

Step 1: Calculate the energy y(x) from M samples.
The SU collects the ambient signal at a certain sampling rate.

After a sensing block Ti, the energy of M samples contained

within is

y(x) =
M∑
i=1

x2i , (1)

where xi denotes the individual samples within Ti.
In practice, the number of samples taken within a single Ti

is fairly large. For example, for Ti = 1 ms, M = 6, 000 with

the Nyquist sampling rate of a 6 MHz TV band. With the law

of large number approximation (M � 10), we have

y(x) i.i.d.∼
{
H0 : N (MPn,MP

2
n),

H1 : N (MPn(1 + SNR),MP
2
n(1 + SNR)

2),

(2)

which can be easily obtained from the results in [11]. Here,

SNR is defined as the ratio between the nominal signal power

P and local noise floor σ2 = PnB, where Pn is the noise

power spectral density (PSD) and B is the channel bandwidth.

An energy sample of duration Ti is approximately Gaussian

regardless of the original distribution of the PU signal.

Step 2: Derive the test statistic T (y(x)) for each group.
The log-likelihood ratio (LLR) of the energy sample is

calculated as

T (y(x)) = ln
f1(y(x))
f0(y(x))

, (3)

where f0(·) and f1(·) are the pdfs under H0 and H1, respec-

tively, as indicated in Eq. (2). Since the energy sample y(x) is
the data that we will be directly handling, for ease of exposition,

from now on, we will simply refer to y(x) as y.
Step 3: Accumulate the test statistics T (y) across groups
to obtain the aggregate test statistic T , and compare it
against two constant thresholds A and B.
Each T from Step 2 corresponds to one group of data. For

the n-th group, we have

T (yn) = ln
f1(yn)

f0(yn)
. (4)

As we accumulate T ’s sequentially, the aggregate test statistic
up to the n-th group is

Tn =

n∑
k=1

T (yk) =

n∑
k=1

ln
f1(yk)

f0(yk)
. (5)

The two decision thresholds are chosen the same values as those

in Wald’s SPRT:

A = ln
pMD

1− pFA
, and B = ln

1− pMD

pFA
. (6)

The decision rule for the SU is

• if Tn > B, it decides that the PU has reclaimed the

channel;

• if Tn < A, it decides that the channel is still available;
• otherwise, it continues to sample another group of data

and update Tn+1 using Eq. (5).

The stopping time N is defined as the minimum number of

steps after which one of the two decision thresholds is first

crossed; that is,

N = min{n : either Tn < A or Tn > B}. (7)
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V. SENSING SCHEDULING IN SEQUENTIAL PERIODIC

SENSING

The SU should find an appropriate spectrum sensing schedule

so that requirements for protecting the PU can be satisfied while

the spectrum, once available, is utilized to the best extent by

the SU. In this section, we provide analysis on the long-term

scheduling of the sequential test, which serves as the foundation

of our short-term adaptive sensing design.

A. Average Increment, Run Length, and Overhead

In this subsection, we provide a list of analytical results for

the baseline sequential detector as described in the last section,

including the expected values of the test statistics, the average

run steps and the average sensing overhead. The proofs in this

subsection are omitted due to space constraint.

Proposition V.1. Each of the i.i.d. test statistics T (y) has the
expected values

m0 � E[T (y)|H0]

= −M − 1

2

SNR2

(1 + SNR)2
+

SNR

(1 + SNR)2
− ln(1 + SNR),

(8)

and

m1 � E[T (y)|H1]

=
M + 1

2
SNR2 + SNR− ln(1 + SNR), (9)

under H0 and H1, respectively.

The above m0 and m1 are the average increments at each

step of the sequential test. We first note that for the same M ,

both values depend solely on SNR. The average speed of the

sequential test has a direct bearing on the separation of the two

underlying distributions. In fact, thanks to the independence of

different sample groups, Eq. (8) is the opposite of the Kullback-

Leibler (KL) information number [5]:

−I01 = E

[
ln
f1(T )

f0(T )
|H0

]
=

∫
f0(u) ln

f1(u)

f0(u)
du. (10)

Intuitively, as the SNR increases, the KL distance becomes

farther apart, and the two hypotheses can be faster distinguished

from one another.

By plotting both m0 and m1 under variable SNR values, we

observe that |m0| < |m1| and both |m0| and |m1| increase
monotonically with SNR. With low channel SNRs, that is,

SNR→ 0+, we have 1+SNR ≈ 1 and ln(1+SNR) ≈ SNR.
Plugging these two equations into Eqs. (8) and (9), we have

m0 ≈ −M
2
SNR2, and m1 ≈ M

2
SNR2. (11)

That is, the absolute values of the average increments under H0

and H1 are roughly the same when the channel SNR is low;

in other words, the underlying sequential test runs at the same

rate under both hypotheses.

In general, the exact distribution of the test statistic is difficult

to derive; however, when the SNR is low, the distributions under

H0 and H1 can be approximated as Gaussian, as shown below.

Proposition V.2. Under low-SNR conditions, we have

T (y)
i.i.d.∼

{
H0 : N (m0, 2m1),

H1 : N (m1, 2m1),
(12)

in which m0 and m1 are given in Eq. (11).

From Eq. (12), the test statistics under H0 and H1 are

symmetric around zero: they have equal variances and opposite

means. This means it would take, on average, the same number

of steps for a sequential test to hit either the lower or upper

decision boundary.

Next we consider the average run length – the average

number of sample groups that need to be collected in order

to reach either decision threshold.

Proposition V.3. Regardless of the SNR value, the average
run lengths for the SU to make a decision on the channel state
under H0 and H1 are

E[N |H0] =
pFAB + (1− pFA)A

m0
(13)

and

E[N |H1] =
(1− pMD)B + pMDA

m1
(14)

respectively.

From Eqs. (6), (13), and (14), when PFA = PMD, we have

A + B = 0 and E[N |H0] = E[N |H1]. That is, the sequential
test has a symmetric structure and it takes an equal number of

steps on average to reach either decision boundary. Had more

stringent requirement been imposed on PMD to ensure minimal

interference to the PUs, that is, PMD � PFA, we would have

|A| >> |B| ≈ − lnPFA. In this case, even with nearly identical

increments |m0| = |m1| when the channel SNR is very low,

the upper threshold takes much less time to be crossed so that

when the PU is indeed present, the SU is expected to quickly

make the correct decision.

From Eqs. (11), (13), and (14), the expected numbers of

samples for running one sequential test under H0 and H1 with

low channel SNRs are

M ∗ E[N |H0] ≈ −2 ((1− PFA)A+ PFAB)

SNR2
(15)

and

M ∗ E[N |H1] ≈
2 ((1− PMD)B + PMDA)

SNR2
(16)

respectively.

If both Eqs. (15) and (16) are multiplied by the sampling

period – the inverse of the sampling frequency – then we have

the total expected time spent on sensing. For a given time frame

for the detection task, say CDT , the expected sensing overhead
ρ under both hypotheses can also be obtained:

E[ρ|H0] = Ti/CDT ∗ E[N |H0], (17)

E[ρ|H1] = Ti/CDT ∗ E[N |H1]. (18)

To summarize the results in this subsection, for a single

run of the GD-SPRT, we have the following relationships:
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For a given channel SNR value, the number of samples M
and the expected run length E[N ] are inversely proportional

under either hypothesis; as such, the expected sensing overhead

E[ρ|H0] and E[ρ|H1] are fixed. The overhead under each

hypothesis is in turn proportional to SNR−2. If the channel

SNR is reduced by 5 dB, for instance, the average number of

samples required to maintain the same sensing accuracy level

would be 10 times the original. Since in our settings, Ti always
takes a preset value, the expected run length of the sequential

test would assume such a change.

B. Sensing Scheduling Based on the Average Run Steps of the
Sequential Test

So far we have considered only a single sequential test with-

out the context of scheduling it over time. If the conventional

GD-SPRT is applied over time for periodic sensing of the in-

band channel, the sensing process would have a structure shown

in Fig. 2 (a). Time is divided into non-overlapping units, each

with length CDT . The standard GD-SPRT runs within each

window till either threshold is crossed. As long as an H0

decision is made, the rest of the CDT period is dedicated to un-

interrupted secondary data transmission. The scheme proposed

in [9] has the very same structure; in particular, the maximum

allowable run steps Nmax is used for the initial sensing period:

T
′
p = CDT/Nmax. Normally, Nmax is fairly large; and with

moderate SNR levels, most of the sensing action would usually

have ended well before the end of a CDT period.

CDT CDT

CDT

(a)

(b)

Fig. 2: Sensing scheduling with (a) forward, non-overlapping GD-
SPRT and (b) backward, overlapping GD-SPRT

We aim to design a different sensing strategy, in which

sensing is scheduled according to the average running speed

of the underlying sequential test and the sample groups are

taken uniformly across a CDT-window. In contrast to the earlier

scheme, in which only one sensing decision is made for every

non-overlapping CDT period, in our design, after collecting new

sensing data after every Tp, the SU updates its sensing decision.

As such, we let the CDT-window slide forward by Tp after a

new group of data has been collected1, as shown in Fig. 2 (b).

Different from the conventional GD-SPRT, in our design, as

the CDT-window moves forward, a GD-SPRT runs backward
at each position of the CDT-window, starting from the latest

group of data. Since the newest data within the current window

1Although it seems that much higher computational effort is needed, this
is hardly the case. As one newly collected data group moves inside the CDT-
window, an old group at the end moves out; only the net change – the difference
between the two associated test statistics – needs to be calculated.

might be generated from a different distribution from the older

ones, by having each sequential test run backward, we reduce

any impact of the older sensing data in the CDT-window that

might obscure the effect of the newer ones so that a possible

state change can be detected earlier.

We have the expected run lengths to make a sensing decision

– either right or wrong – under hypothesesH0 andH1 as in Eqs.

(13) and (14). However, for scheduling, we consider using the

expected number of steps under the condition that the “correct”

decision threshold is crossed (e.g., the lower boundary A under

H0). Let this number be denoted as NA = A/m0, then the

sensing period is determined by

Tp = min{Tp,A, Tp,B}

= min{CDT
NA

,
CDT

NB
}

= min{ CDT
A/m0

,
CDT

B/m1
} =

CDT

A
m0, (19)

in which NB = B/m1 is similarly defined for the other

scenario where the SU expects to reach B under H1; Tp,A =
CDT/NA and Tp,B = CDT/NB are the sensing periods, in

order to reach A and B respectively when test statistics are

taken uniformly within the CDT-window. Finally, we take the

minimum of the two so that under both hypotheses the CDT-

window contains at least the average number of test statistics

to reach the correct decision threshold. The last equation holds

because |m0| < |m1|, and |A| ≥ |B| when PMD ≤ PFA. This

also agrees with the fact that the SU is currently sensing its

in-band channel, and hence H0 should be considered as the

“default” condition.

CDT CDT

PU returns
Max time for channel 

evacuation

H0 H1

CDT

H0 H1

CDT

H0 H1

(a)

(b)

TP,1 TP,2

(c)

Fig. 3: Detection delay (indicated by the red arrows) with (a) forward,
non-overlapping GD-SPRT; (b) backward, overlapping GD-SPRT; and
(c) backward, overlapping GD-SPRT with short-term Tp adjustment

Both the conventional and our scheme described above are

illustrated in Fig. 3. Here, the PU returns right after the sensing

action ended in one of the non-overlapping CDT periods. In

(a), as the channel goes undetected until the next window, the
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evacuation delay of the SU may exceed the required length

CDT , thereby violating the system requirement. On the other

hand, in (b), the returning PU might be detected earlier before

the evacuation deadline, thanks to the closer intervals between

adjacent sensing groups. In (c), further actions are taken by

the SU, where the sensing frequency is increased after a

possible PU return is suspected, which results in even faster

channel evacuation. We defer the detailed design of this change

detection to Sec. VI.

Due to the stochastic nature of the GD-SPRT, the SU may not

have made a sensing decision by the time it has used up all the

data within the CDT-window. Since each test is run backward

starting from the newly collected sensing data, when more data

are needed, the SU may have to go beyond the CDT-window

and retrieve historical data to continue running the test. This

again demonstrates the flexibility of our backward-running GD-

SPRT. Another issue is that if a test does not run to completion,

regardless of the length of the historical data retrieved, the test

should be truncated after the final step. A sequential test can

easily be truncated in the end by reducing the distance between

the two decision thresholds A and B to zero.

VI. DYNAMIC CHANGE AND OUTLIER DETECTIONS

This section addresses detection of the “turning point”, where

the channel state shifts from H0 to H1 due to PU return. This

is especially a crucial task for the SUs because the maximum

tolerable detection delay when a PU returns is often stated

by the system conforming to the spectrum access policy. We

propose a short-term adjustment mechanism so that the SU can

“elevate” its sensing frequency when channel state change is

suspected. On the other hand, the anomalous data encountered

during sensing may also lead to performance degradation when

the SU is making its sensing decisions. Therefore, we consider

outlier detection as well in which extreme data are spotted

quickly with appropriate actions being subsequently taken. Both

schemes aim to improve the sensing quality for the in-band

channel.

A. Change Detection for the In-Band Channel

In an ideal scenario, following a different distribution, newly

sensed data would exhibit an abrupt shift in some manner from

the older ones. Unfortunately, this is not the case under low

channel SNR levels, as the test statistics under both distributions

are so close that a large proportion of test statistics under H0

end up near the average of H1. However, by accumulating data

over time, the SU might be able to gather evidence that shows

(1) a sufficient amount of data have shifted from an earlier level

and (2) the shift is consistent, thereby declaring a channel state

change. This is the underlying theme for all change detectors;

still, the challenge here is that the SU is only allowed up to

CDT time to observe this consistent change from the time

instant the PU reclaims the channel.

We design a short-term adjustment mechanism so that (1) the

SU can immediately elevate its sensing action – by increasing

its sensing frequency – when a possible channel state change

is first suspected; and (2) the SU reverts to its default sensing

frequency if the aforementioned consistent shift is not observed

within a certain amount of time. Hence, our change detection

consists of two stages, the first one being the regular “check”,

and the second the elevated sensing action after the SU has

raised its “alert level” due to suspicion of a possible state

change.

1) Triggering the Elevated Sensing Action: With the sequen-

tial periodic sensing structure in place, our change detector has

the following features. Similar to that in the regular sequential

detection in our design, in the change detection, the test

statistics are again accumulated backward. On the other hand,

since the channel state change must be detected within CDT ,
the data used in our change-detection come only from within

the CDT-window; that is, no earlier historical data are retrieved

for change detection.

The following algorithm is applied:

Tc = max{m̄new − m̄old} ≥ δ, (20)

in which Tc is the change-point test statistic; m̄new and m̄old are

the averages of the newer and older test statistics in the CDT-

window respectively; and δ is the threshold that determines the
sensitivity of the SU to the shift. With larger δ values, the SU
is less sensitive to the changes in the observed data.

For the given set of test statistics in the CDT-window, the SU

starts with the most recent group of data (with the remaining in

the window as “old”) and calculates the difference; hereafter,

the new and old data lengths are increased and decreased by

one respectively till Eq. (20) is first satisfied. At this point,

the second-stage elevated sensing is triggered. This feature is

in sharp contrast with the conventional change schemes, where

a change is immediately declared following a threshold being

crossed. In our scenario, the low channel SNR means the SU

might be very susceptible to false alarms as well if it is too

sensitive to the changes. Our two-stage design thus aims to

balance the performance requirements of quick detection of

change versus higher detection accuracy.

2) Elevated Sensing: There are many ways to schedule the

elevated sensing. Two main issues of concern here are the sens-

ing frequency and decision-making frequency. While the former

is self-explanatory, the second factor means whether a decision

should be made every time a new sample group is taken, even

with the increased sensing frequency. The goal is to detect a

change as quickly as possible while not incurring too much

sensing overhead. The easiest way to bypass these concerns

would be to schedule maximum sensing with a decision being

made every FS, namely, the smallest possible Tp. Although
its accuracy performance is expected the best among all the

options, the computation load can become very high, with the

sensing overhead reaching the maximum, thereby obviating the

very need for efficient sensing scheduling in the first place. A

few options are studied in our subsequent simulation section

that demonstrate the trade-offs among performance metrics.

B. Outlier Detection

Unlike a real channel state change due to the arrival/departure

of the PU use, the outliers could stem from variable sources,
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such as environmental abnormalities (thunderstorms, electric

spark, etc.), the internal hardware mis-calibration that results

in wrong measurements, or simply due to extreme channel

variation such as short-term deep fading or strong interferences.

Due to the cumulative nature of the sequential test, a single

outlier could affect multiple adjacent tests containing it, for

instance, by slowing them down and increasing the detection

delay significantly. Therefore, these rare but extreme observa-

tions should be spotted quickly and excluded from the decision-

making process.

In a dynamic environment, the only way a single SU might

be able to spot possible extreme data is to compare with the

“norm” in a statistical sense. In Fig. 4, a snapshot of the energy

samples taken during sensing is plotted. Two thresholds are

used to exclude the few samples farther away from the majority.

In our context, it is easier to handle the processed test statistic

that is distributed close to zero, and hence the general rule for

a new test statistic Tnew is

η1 ≤ Tnew ≤ η2, (21)

where the η1 < 0 < η2 are the two thresholds.

Numerous methods exist in the statistics literature that deal

with how to identify outliers. We apply one of the most popular

methods that is based on the interquartile range [13]. If Q1

and Q3 are the lower and upper quartiles (i.e., 25% and 75%

of the rank statistics) of the recent data respectively, then

one could define an outlier to be any observation outside the

range [Q1 −K ∗ (Q3 − Q1), Q3 +K ∗ (Q3 − Q1)] for some
positive constant K. Once an outlier is identified, it again can

be handled in more than one way. For example, the SU can

ignore the sample and retake another one immediately afterward

for replacement. Alternatively, the excess portion of the outlier

can be removed and thus the outlier is “rounded” to η1 or

η2, which is named “winsorization” in the literature [13]. In

our performance studies, we consider different K values and

their impact on the detection performance when the perceived

outliers are simply discarded.

C. An Integrated Framework

Despite their different goals, the regular, change, and outlier

detection processes are integrated into a single framework in

our sequential periodic sensing design. During regular sensing,

as a new energy sample is taken, the test statistic is calculated

and the outlier detection is first run. With a valid test statistic,

the change-point detection is run using all the data within

the current CDT-window, and the resulting action depends on

whether the elevated sensing is triggered. If not, regular sensing

is performed (that can utilize earlier historical data); otherwise,

elevated sensing is run till either an H0 or H1 decision is made

and the sensing period is reset to the original level. Because

of this integrated framework, a change of one factor (such as

any of the thresholds) would result in variations of multiple

performance metrics. Such effects will be studied in detail in

the next section.

VII. PERFORMANCE EVALUATION

In this section, we conduct MATLAB simulation studies

to demonstrate the performance of our design. In particular,

we consider the following performance metrics: the sensing

overhead and error probability2 during regular detection under

H0; and change detection delay and failure probability during

change detection. These two detection scenarios are specifically

distinguished from one another so that we can show the trade-

offs between their requirements.

A. Simulation Setup

1) System Parameters: We study the IEEE 802.22 WRAN

environment with a single primary transmitter and a secondary

user located at the edge of the keep-out radius [1]. The channel

detection time CDT = 2 s while the required PFA = PMD =
0.1. The commonly used noise power is σ2 = PnB = −95.2
dBm, in which the noise floor PSD Pn = −163 dBm/Hz and

B is the DTV channel bandwidth 6 MHz. The default signal

strength P for the DTV signal detection threshold at the keep-

out radius is −116 dBm (corresponding to SNR = −20.8
dB), and unless otherwise specified, a range of SNR values will

be subsequently studied to demonstrate the effect of different

sensing schedules.

2) Detection Parameters: We use the interquartile range

(IQR) outlier detector with the default K = 1.5. The change

detection is triggered when the default δ, twice the running

average of the recent test statistics, is first crossed. The two

thresholds A and B as in Eq. (6) are used for regular detection,

with up to 3 s of data (i.e., data within the 2 s CDT-window

and extra ones from 1 s prior to the window) for retrieval. The

truncation threshold at the last step is zero if no decision is

made by crossing either A or B.

B. Performance and Analysis

First, Table I lists the default normalized Tp values (with

respect to the MAC frame size FS) under a range of PU signal

levels as determined by Eq. (19).

TABLE I: Default sensing scheduling under variable PU signal levels

PU energy level (dBm) -119 -118 -117 -116 -115 -114

Tp/FS 5 7 12 19 29 46

2Since our focus is on the in-band channel sensing, this error is PFA. But
had the underlying distribution been H1, the results for PMD are very close
to the ones shown here.
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Fig. 5: Regular detection: (a) overhead and (b) probability of sensing
error with variable elevated sensing actions
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Fig. 6: Change detection: (a) detection delay and (b) probability of
detection failure with variable elevated sensing actions

1) Elevated Sensing Action: Echoing the discussions in Sec.
VI-A2, we tested the sensing performance under different

options in the second stage of the change detection, i.e., elevated

sensing, listed in Table II.

TABLE II: Elevated sensing scheduling for comparison

notation explanation

“conv” non-overlapping CDT, forward GD-SPRT (Sec. V-B or [9])

“sched0” moving-CDT, backward GD-SPRT w/o change detection

“sched1” –, T elev
p ← 5FS, no decision till next Tp

“sched2” –, T elev
p ← 2FS, no decision till next Tp

“sched3” –, T elev
p ← Tp/2, with immediate decisions

“sched4” –, T elev
p ← Tp/3, with immediate decisions

From the table, we can see the two schemes “conv” and

“sched0” have been introduced and conceptually compared

with each other in Sec. V-B. The remaining schemes differ

by how sensing and decision-making periods are selected. In

the schemes “sched1” and “sched2”, the elevated sensing period

T elev
p is immediately reduced to a certain pre-determined value,

but no decision is made until the original scheduled Tp time

is reached; in other words, the elevated sensing only serves to

provide more data. In contrast, “sched3” and “sched4” see the

elevated sensing periods reduced to one half and one third of

the original respectively, while a sensing decision is made every

time with the arrival of a new group of sample.

In Figs. 5 and 6, the regular and change detection perfor-

mances are respectively plotted under these variable elevated

sensing actions. From Fig. 5, the sensing overhead of “conv”

is indeed very close to that of “sched0”, as we demonstrated in

Sec. V that the overhead is a function of total number of sam-

ples. However, even with 1.5CDT length of data, the regular

sensing error probability PFA = PMD is still above the target

value 0.1. Thanks to elevated sensing in all other schemes, this

error performance is improved to varying degrees, at the cost

of extra sensing overhead; nevertheless, the overhead is still

well below the maximum 10%. Among the schemes, again,

we observe the trade-offs between overhead and sensing error

performances. For instance, if the sensing period is reduced

immediately to 2FS, as in “sched2”, for higher PU energy

levels (say, at -116 dBm), much higher overhead is incurred

compared to other options, so is better sensing accuracy.

More drastic effects of applying elevated sensing can be

observed in Fig. 6. Under low PU signal levels, the average

detection time for the channel state change, across all the cases

with elevated sensing, is reduced by more than 50%, compared

to that under “conv” and “sched0”; and the resulting detection

failure probability – defined as the probability that the change

has not been detected CDT time after the PU’s return – is also

much smaller, often below 1%. In addition, the trend in the

change detection failure probability is the same as that in the

average detection delay; as the average delay goes up, the PU

will have a less chance to have been detected by the deadline.

Interestingly, the change detection time and failure probabil-

ity follow different trends for “conv” and all other schemes.

For “conv”, which doesn’t have a separate change detection

mechanism, as the channel SNR degrades, each round of

forward detection on average takes longer time, which in turn

means that more likely the PU will return in the middle of a test

when the decision on the channel state has not been made3. In

general, the ongoing test must first “cancels out” the previously

accumulated H0 values before proceeding to reach the other

threshold B. As such, the change detection time is much longer.
On the other hand, the change detection performance in our

design is constrained by the existing interval between adjacent

sensing (i.e., the default Tp). With higher SNRs, this interval

is larger (see Table I) which introduces a higher initial delay

before the SU responds by triggering the elevated sensing.
2) Elevated Sensing Triggering Threshold: In Figs. 7 and

8, the same set of performance metrics under regular and

change detections are plotted, with variable thresholds to trigger

the elevated sensing. Our subsequent simulation studies use

the “sched4” scheme described earlier. The three schemes

labeled as “change-thre1”, “change-thre2”, and “change-thre3”

correspond to the cases when the change threshold δ is chosen
to be 3x, 2x (default), or 1x of the the recent test statistic

averages. The earlier “sched0” scheme without change detection

is also shown as “no change” for performance comparison.

From the plots, we observe that as the sensitivity of the SU

to change is increased (corresponding to a decreasing δ), both
regular and change detection accuracy levels are improved as

well, again, at the cost of more sensing effort to dispense. The

performance differences among the three schemes are actually

not significant, compared to the huge improvement over the

baseline scheme without change detection. Therefore, schedul-

ing change detection is beneficial to the regular detection as

well since the extra sensing effort is likely to expedite the

decision-making process by leading the sequential test out of

the intermediate zone between the thresholds A and B faster.

3Even when the gap as shown in Fig. 3(a) on average gets smaller, the extra
effort to take more samples to finish an ongoing test still prevails.
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Fig. 7: Regular detection: (a) overhead and (b) probability of sensing
error with variable elevated sensing triggering thresholds
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Fig. 8: Change detection: (a) detection delay and (b) probability of
detection failure with variable elevated sensing triggering thresholds
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Fig. 9: Effect of outliers on sensing performance: (a) change detection
delay; (b) change failure probability; and (c) regular error probability

3) Effects of Outliers: We explore different ways to identify

the outliers for the same set of data. In Fig. 9, different

performance metrics are measured under variable K for the

IQR outlier method with the PU signal level set at -116 dBm.

The three options labeled as “1”, “2”, and “3” have K = 1,
1.5 (default), and ∞ (no outlier detection), respectively. As K
gets smaller, the SU becomes more intolerant of the extreme

data; the regular detection accuracy improves while that of the

change detection worsens. This is because data collected after

the change are more likely to be deemed as outliers initially and

discarded, leading to an increased time to declare the change

and a higher failure rate. During regular detection, though,

removal of the extreme data leads to higher accuracy levels as

the tests can run more smoothly toward the intended threshold.

C. Discussions

We have explored the trade-offs of detection overhead and

accuracy during both regular and change detections. With much

higher channel SNRs, the default Tp values may become so

large that the benefit of our sequential scheduling is offset

by the large initial delay between adjacent groups. On the

other hand, when the channel SNR becomes so low that even

the “maximum schedule” – with the highest possible sensing

frequency – becomes inadequate, an increasing Ti and/or other
collaborative SUs may help improve the sensing performance.

VIII. CONCLUSION

In this work, we have studied time-domain scheduling of

the in-band sequential periodic spectrum sensing complemented

with both change and outlier detections. The system require-

ments on detection accuracy and delay are highlighted as the

guidelines for our sensing scheduling design. Both analytical

and simulation studies are provided to demonstrate the trade-

offs among various performance metrics under both regular and

change detections. Results show our design guarantees better

conformity to the spectrum access policies by significantly

reducing the delay in change detection, thus incurring minimal

interference to the licensed users, while ensuring better sensing

accuracy. Future work may include scheduling for a multi-radio

SU as well as the extension of our scheduling to out-of-band

channels not currently used by the SU.
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